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Variational Denoising Network



Denoising Problem

Assumption:

Observation Y Recovery Z*

Y = Z + E 



Model-driven Methodology

Sparsity Non-local SimilarityLow rank

arg min
Z

   Y − Z  
2

+ R(Z) 

Gu, Xie, Meng, Zuo, Feng, Zhang, IJCV, 2017.

2010-2012



Model-driven Methodology: Noise Modeling

arg min
Z,θ

Lθ(Y − Z) + R(Z) + R(θ) 
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Model-driven Methodology

Z* = Algorithm(Y)Y

arg min
Z,θ

Lθ(Y − Z) + R(Z) + R(θ) 



Model-driven Methodology: Generative Understanding

arg min
Z,θ

Lθ(Y − Z) + R(Z) + R(θ) 

= +

ZY E

z~p(z); e~p(e; θ) p(z, e|y)~likelihood(y|z, e)p(z)p(e) 



Model-driven Methodology: Generative Understanding

arg min
Z,θ

Lθ(Y − Z) + R(Z) + R(θ) 

= +

ZY E

z~p(z); e~p(e; θ) p(z, e|y)~likelihood(y|z, e)p(z)p(e) 

Yong, Meng, Zuo, Zhang, TPAMI, 2018



Data-driven Methodology: Learn Clean Image

2010-2012

… … … …

arg min
W

   Z − NetworkW (Y)  
2
 

Y                                 Z*= NetworkW*(Y)



Data-driven Methodology: Learn Noise

2010-2012

Y                                 E* = NetworkW*(Y)

Residual Network

arg min
W

   E − NetworkW (Y)  
2
 

Zhang, Zuo, Chen, Meng, Zhang, TIP, 2017



Data-driven Methodology: Learn Noise

2010-2012

Residual Network

arg min
W

   E − NetworkW (Y)  
2
 

Noise (distribution) should be more proper to be represented 

in stochastic manner instead of deterministic!



Motivation of This Work

⚫For Model-driven Methods: 
✓Alleviate influence of assumptions on image and noise prior structures 
(better fit non-i.i.d. noises)

✓ From parametric to more or less non-parametric

⚫For Data-driven methods:
✓ Fit in Bayesian framework and make noises used more properly (stochastic 
end-to-end learning manner)

✓Alleviate the over-fitting issue to training data

⚫From noise estimation to noise inference for blind image 
denoising
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Problem Setting: Real Posterior

yi~N yi|zi , σi
2  

Prior of z:

Prior of noise variance:



Prior of z:

Prior of noise variance:

yi~N yi|zi , σi
2  

Problem Setting: Real Posterior



Varational Posterior

Network parameters W_D and W_S are shared by posteriors 

calculated on all training data

D-Net

S-Net



Objective: Minimizing KL Divergence

Variational Inference!

How?



How to Calculate KL? Variational Lower Bound

⚫Widely used to design Bayesian inference algorithms:
✓ Classical variational inference

✓ EM

✓ VAE



Objective Function of Our Method: All Closed-form



Implementation Scheme



More Explanations on Rationality of This Objective

⚫Weighted least square loss 
⚫Robust learning scheme
⚫Consistent to our previous noise modeling methodology



Degeneration to Classical Denoising Network

⚫ Set epslo_0 to almost zero, the method will be degenerated to classical deep learning strategy

⚫ The posterior inference process puts dominant emphasis on fitting priors imposed on the latent 

clean image, while almost neglects the effect of noise variations. This naturally leads to its 

sensitiveness to unseen complicated noises contained in test images.



Some Current Blind Denosing Methods

Guo, Yan, Zhang, Zuo, Zhang. arXiv:1807.04686, 2018

Zhang Zuo, Zhang,TIP, 2018.

A supplemental stage to estimate the noise level, and then 

input this knowledge into network together with noisy image



Difference Between Current Blind Denosing Method

From noise estimation to noise inference

Alleviate workload in testing stage



Synthetic Experiments

Training images: 
✓ 432 images from BSD

✓ 400 images from ImageNet

✓ 4744 images from Waterloo

Test images:
✓ Set5

✓ LIVE1

✓ BSD68

Training Noise Test Noise



Synthetic Experiments



Synthetic Experiments



Synthetic Experiments



Functions of The Objective Function



Real Experiments

DND dataset: 
✓ 50 high-resolution images

✓ from 50 scenes 

✓ taken by 4 consumer cameras

SIDD medium dataset:
✓ 320 real noisy images 

✓ captured by 5 cameras 
✓ under 10 scenes

Renoir dataset: 
✓ 117 noisy and relatively low-

noise image pairs under 

different scenes

SIDD validation set

Training data
Test data



Real Experiments



Summary

◆ A new variational inference algorithm for blind image 
denoising

 Learn an approximate posterior to the true posterior with the latent variables (including 
clean image and noise variances) conditioned on the input noisy image

 both tasks of blind image denoising and noise estimation can be naturally attained in a 
unique Bayesian framework

◆Extension to other low-level tasks: super-resolution, deblurring

◆Open a new direction for noise modeling (noise inference)
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